Metadata Validation/ Inventory Validation Telecon     1/9/03

Attendees:  

Reps from LARC, NSIDC, LPDAAC, ECS, GDAAC, Rich Ullman, Leslie Knox, Beth Weinstein, Patrick Agbu, Robin Pfister, Keith Wichmann, Mike Burnett, Mark Nestler

Preliminary Discussion involved DAACs stating their concerns around metadata validation. Two general topic areas emerged as being important – Metadata Validation (which answer the question of “are the metadata complete?”)  and Inventory Validation (which answers the questions of “are the right granules in ECHO and are the inventories in synch?”)

Metadata Validation Discussion

ECS:  comparison tool:  Guy Swope is working on getting a way to validate BMGT output against what is in the science data server.

This will check a .met file against an xml file.  This needs to be bumped up in priority to get it finished in a timely manner.  There are two ways to bump it up in priority – either to complete it as an ECS NCR or to put it on the Synergy IV worklist. After discussion we determined that Synergy IV approach would too slow a vehicle for getting this work accomplished in the time needed.   The best route would be to put it in as an ECS NCR.  

ACTION: Guy took an action to submit this NCR and provide us with an NCR Number so the DAACs could then push it onto their top ten list.

ACTION: DAACs took an action to put it on their top ten list as soon as its identified.

LARC: Concerned about knowing that what is in Science Data Server is in fact what is in ECHO. 

We need a process to automate comparison.

There is the issue of promotions and data formats.

Desire is to provide a common format that can be compared.

NSIDC:    Primary concerns:

Verify BMGT is putting out “good” data

Need to compare output of ECHO to what is in Science Data Server, so BMGT doesn’t need to be compared.   Changes/updates in science data server must also get into ECHO, e.g. hiding data, deleting data

LPDAAC:

Regression checks with appropriate tools important  (for example, to be done with any new ECHO release)

Does not check all metadata.  Automated spot checks on a regular basis instead.   (daily?)

Check that the fields in the Science Data Server are represented in the XML BMGT file.

GDAAC:

Need to validate that all granule fields are exported

Need to validate that all granules are output

Observation:  The .met file may have more metadata in it than was produced upon ingest.

Two types of checks provider is interested re ECHO:

· Are the attributes of a granule all correctly represented?

· Is the inventory correctly represented?

Also need something to validate that holdings are up to date.

DAACs appeared to agree on the following needs/approaches:

1) BMGT validation -   Landover build it    (all in agreement on this need)

2) Metadata-to-metadata check of all attributes at a granule level in science data server and ECHO.  This could be done whenever a new dataset is brought on-line, for example.  Or done as a spot check on occasion.  Needs to be somewhat limited (e.g. a few granules at a time) so it does no impede performance.

3) BMGT file-to-ECHO ingest  (not necessarily a tool, could be done manually). Can be used as a regression check for proper ingest.  Owned by ECHO, used by ECHO.  Perhaps a procedure is given to providers to create needed files for such a check

ACTION:  ECHO team will document this procedure and share it with the DAACs. 

Inventory Extent Validation Discussion (not to be confused with metadata validation)   Are the right granules in ECHO?
LPDAAC:  what is visible in one inventory is visible in another

· They expect to export all granules, all versions

· What is visible in EDG should be visible via ECHO

· Hiding collections, e.g V199 are hidden.   Use of access control lists?  It was noted that if a collection is hidden in ECHO, then all granules in that collection are hidden 

Granule –based count reconciliation is desired, e.g list ECS granules vs ECHO granules and compare.  LPDAAC looking for this to be done on a weekly basis.   ECHO should consider having a provider transaction which reports the number of  granules per collection.

Issue:  there is a time delay between when a DAAC updates their granules and when BMGT is run.  This could result in differences for a period of time between what is visible via Science Data Server and what is visible via ECHO.   When granule moves from one collection to another (Version change), there is currently no way for BMGT to know that it got deleted.  Concern that the update time stamp needs to be touched in order for BMGT to know it changed.

ACTION: ECHO team needs to understand and assess the implication of this scenario.

ECHO needs validate that the correct action would take place if BMGT sends ECHO an update to a granule that puts it into a new collection. 

GDAAC:

For the WHOM system, a tool is run every day that looks back over the last 24 hours to reconcile ECS inventory and WHOM inventory.  This is the kind of tool we need to reconcile ECS and ECHO inventories.  GDAAC’s tool is tailored to WHOM. GDAAC agreed to share the design, concept, existing code and lessons learned be used to create a similar tool that all DAACs can use to reconcile inventories.   Granules could be compared using a “handful” of unique keys.       

There are two possible ways to accomplish this development – either as a DAAC Unique Extension (DUE) or to have ECS develop it.  It is generally felt that its better to do this as a DUE. 

ACTION: Robin took an action to talk to ESDIS about funding this as a DUE. Where one DAAC will complete the work in such a way that it can be used by all DAACs, and then share the code with all the DAACs.

