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I want to thank upfront Emily Green and Larry Klein for providing the notes that were the basis of these minutes.

Scott Lewicki, Chair

Agenda:

HDF-EOS Aura File Format Guidelines 
- Status Report - Ken Stone 
- Standardizing data types
- Topics related to "Versioning" 
- InputPointer & Production History implementation
- L3 Standards & use of Zonal Average data type

Aura Products Intercomparison - All 
- Results to date

Aura Science System Interfaces - Tom Goff 
- New Aura Capabilities
- Documentation Status
- Additional Topics from ESDIS/ECS telecons

Secure FTP implementation - Evelyn Nakamura 

EOS I&T testing schedule/updates/results to date - Karen Michael 

Additional ECS/ESDIS Topics - All 
- Topics from HDF Workshop.
- Use of ECS Metadata Editor tool
- HE5View status
- HDF-EOS Dataset Validator Tool status
- h5diff tool from NCSA (and other tools)
- Subsetting
- EDG Interface
- MTMGW
- Browse products
- Linkage Files
- IDL's HDF5 interface status
- QA MUT status
- Data Maturity implementation status
HDF-EOS Aura File format Guidelines

Status Report – Ken Stone

Changes since last DSWG:

· Numerous updates to geolocation and data fields from all teams

· Deleted prepended instrument names on field names

· Added UniqueFieldDefinition attribute to all geolocation and data fields

· Added data types to field definitions

What the future direction?  Will be another update.  Currently 1.3.

Standardizing data types

Issue with datatype for OMI for packing.  Using a scale factor to keep size of file down.

Need to close loop with Cheryl since she thought all issues closed

Topics related to Versioning:

TES not yet implemented.

Input version?, PGE version, processing version, local version ID

OMI also uses collection ID

MLS everything captured in guidelines

HIRDLS also has local version ID, build numbers

Input Pointer & production history implementation

MLS and MISR had trouble using as intended

TES production history is not separate, goes into file

MLS captures all input file names

HIRDLS puts filenames in input pointer, also creating separate HTML file for production history

OMI using input pointer with granule IDs, saves PCF files.

L3 Standard & use of Zonal Average data type

MLS is trying, hasn’t communicated with ECS, still analyzing

MLS is making L3 data at launch, but is run monthly, using zonal average for one version

No one else using at launch

Cloud top height in pressure or altitude?

TES is using both, but is willing to drop one if we make decision

OMI cloud top pressure, but maybe both

Concensus seems to be pressure

Aura Products Intercomparison

After MOSS 3, order L2 data from DAACs to start looking at other instruments data.

Possible overlap with algorithm working group

TES L2 for MOSS is not quite up to guidelines.

HIRDLS and MLS use guidelines as document

TES has DPS document, will make available

OMI (didn’t catch)

HIRDLS see viewgraph on incompatibility of HDF 5.1.4.3 (or 4)  IDL agreed to work with HIRDLS to get fixed.  Makes it so that files are unreadable,  All need to be on the same version to get past bug.  MLS has also experienced this problem.

Toolkit 5.2.10 beta is the latest (but doesn’t include this bug fix)  Confusing discussion about what toolkit version each project is using.

TES 5.2.8, MLS patched ?, OMI 5.2.9.4, some older.

Aura  Science System Interfaces – Tom Goff


Viewgraphs on ICD

TES will update and get back this week

MLS done, but formatting problems


Requirements change and viewgraphs discussion

Stop using email due to security – what timescale?  Preference with instrument teams is increase security and robustness of PRD email notifications.  Other option is full handshaking, which puts the burden on SIPS.  Initiated by DAAC.

MLS wants non-email and secure notification notice

OMI also wants secure ftp notification

Secure FTP implementation – Evelyn Nakamura


Viewgraphs not captured

List of security ciphers are federal requirements

Discussion on patching ssh when issues identified

OMI – have a clear document describing what each instrument wants

Should be in DAAC OA

EOS I & T testing schedule/updates/results to date


Viewgraphs not captured

Discussion of MOSS 4 schedule.  Email Karen reasons to delay MOSS 4

TES and MLS have algorithm changes they could get in, OMI, too

Karen suggests last week of January as likely week

Additional Topics:

1. HDF-EOS workshop issues:

HDFView – Browse capability; a plug-in is being developed for NCSA tool for HDF-EOS

Subsetting-HDF5 subsetting available after launch

IDL support  for HDF5 insufficient - write to IDL; contacts are Richard Cook or Jim Kelly; IDL needs HDF5 writing capability; what is the number of prospective users?

After the DSWG, Richard Ullman supplied me with the following report from the HDF-EOS workshop:

Between 90 and 100 people. 

Many positive comments. 

Up to half the attendees were NPOESS stakeholders. 

All presentations except for NPOESS ones are available on line at:

 http://hdfeos.gsfc.nasa.gov/hdfeos/workshops/WSseven/final_agenda7.cfm
Discussions:

Questions/Concerns/Issues/Status (highlights from what I thought was important) 

- Why is NPOESS standard different from EOS standard? 

- Why is the IPO not involving customers in the definition of the NPOESS format?

- Why are the EOS products so diverse?  (Didn't we consider the trouble it is for end users?)

- Will EOS products migrate to HDF5?  (Unlike last meeting, the underlying concern seemed to be that migration to HDF5 would be disruptive.  Last meeting, the fear was that without migration the products would become obsolete.)

- C++ architecture for HDF-EOS requested.  Current C library can be accessed from C++, but it is not object oriented.

- NCSA working on higher level "convenience" APIs.  HDF5 Image, HDF5 Mesh, HDF5 Table, HDF5 Lite.

- HDFView Java viewer re-architecture supports plug-ins for input and display options.  Can read data from HDF4, HDF5, NetCDF and FITS.  Ray Milburn (Raytheon - L3) is developing an HDF-EOS. Still at Alpha stage, may be available in December.

- Suggested NASA, NCSA and NPOESS should make more effort to see that commercial vendors support HDF, HDF-EOS and the new HDF-NPOESS.  How about writing a letter, or otherwise contacting major vendors to solicit support?

- Transition to new formats should be planned and managed rather than just letting it happen.

- Suggested an HDF-"GEO" profile should be maintained by NCSA, not by EOS or NPOESS.  Would facilitate wider use.

2. Metadata editor tool 

TES uses and likes

Can modify ‘.met’ file, which is copied back into product for post-production updates

3. Browse products

Ken – one to one browse product is working

4. QAMUT

Is working at LaRC, tested on about 100K granules This is for QA metadata updates only.

5. Data maturity model

Is in development and there is some controversy.  Terminology is a problem.   

6. James – will anybody need to use MODIS or other GDAAC data?  

Answer – Yes, but not specific.

Action items

AI#1. All teams utilize MOSS-3 supplied data for intercomparison against the Aura Guidelines.
AI#2. Scott write email to Larry/ECS requesting update to ORBSIM program to include orbital inclination metadata to output Ephemeris/Attitude files.
AI#3. Evelyn supply answers to questions to Scott and ESDIS Telecons.

AI#4. Each Instrument Team send email to Karen describing reasons for moving SORR and MOSS-4 from December to January.

AI#5. IDL support of HDF/HDF-EOS5. Each team should contact company.
